
 

Baekpropagation and Learning

We consider a neuron and associated
operations on that neuron as follows
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A is the weighted sum of inputs I
with added bias b
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E is the activated output



Consider the general set up between

any two consecutive layers of a DN w
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Quantities with hats no I I refer to the

left hand layer
For the whole network we have a training
set of Ne items II t CEEl LEMEnt
and each input Ii produces an output yi

DND 0 eiEEIy
We want to train the network by



updating the weights and biases so as

to minimize a cost or error or performance
index We can think about
TOTAL SQUARED ERROR
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Other choices are possible For example
we can use a TOTALCROSS ENTROPY error
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we II have more to say about cross

ENTROPY later For now we Just assume

we have a performance index E

where a function F of E and y is summed

over the training set

In SGD we do not take the gradient
of E to implementgradient descent
updates on the weights and biases

but Just each 17ftEigil at least in the

simplest case in turn perhaps chosen at

random

So we return to the general set up for
a consecutive pair of layers from earlier

recall all the equations in play and

differentiate f with respect to the

weights and biases
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In addition to the equations above we also
have
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With these farunlae for individual components
we can get
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Next we introduce the Jacobian matrix
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Using at ECI we calculate
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So
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This recursion is the key if we know

at a layer then we can find at

the proceeding layerBACKPRotsfs.cowe need at the final output layer



And that is available because we

know everything we need at that layer
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This means that
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A result we've seen many times before
So at the final two layers
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Summary
we can forward prop an input I through
the DN N to get the output y
We can form the error e t y
We can form 2 E and then

update with
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We backpropagate through to the previous
layer
I Eas

and then
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Repeat all the Day backwards through the
DN N updating weights and biases as we go
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